Math B17 - Spring 1999 - Midterm Exam No. 2 - Lerma (answers)
ANSWERS

1. Let A and B be the following matrices:

—2 2 —4 1 1 -1
A= =2 3 —3 P= 0 1 1
0 0 1 —1 0 1
Compute Pt A P.
Answer:
-1 1 -2 1 1 0
pPl= 1 0 1], PtAP=|1 0 1

-1 1 -1 0 1 1



2. Is the row vector r = [ 210 ] in the row space of the matrix A =

12 3
?
456]

Answer:

Since the rows of A are not proportional, rankA = 2. If r is in the row
space of A then the following matrix should have also rank 2:

1 2 3
B=14 5 6
2 1 0

1 2 3
0o 1 2/,
0 0 0

so rankB = 2, and r does belong to the row space of A.

Another way to prove that r belongs to the row space of A is to note that
in can be obtained by subtracting twice the first row of A from its second
row.



3. Solve the following system of equations:

r1 — X9 + 2.175 =1
To + 2{133 = 3
4

1 + 4dx3 =

Answer:

The augmented matrixis: | 0 1 2 | 3

After using Gauss-Jordan reduction we get: | 0 1
ie.:
T 41}3 = 4
Ty + 233'3 = 3

The solution is 1 =4 — 4 x3, vo = 3 — 213, or:

T 4—41‘3 4 —4
T = 3-21‘3 = 3 + x3 —2
x3 x3 0 1



4. Find a basis and the dimension of the solution space for the system:

T, + 2z9 + x4 = 0
To + x3 + 224 = 0
ry + 3$2 + x3 -+ 31’4 =0

Answer:
The coefficient matrix is:
1 201
A=10 1 1 2
1 313

1 0 -2 -3
After using Gauss-Jordan reduction it becomes: | 0 1 1 2

0O 0 0 O

Hence, the general solution of Ax = 0 is:

r1 = 2x3 + 3z4
Ty = —x3 — 2xT4
I 2 3
T —1 —2
In matrix form: = x3 + x4
T3 1 0
Ty 0 1

|
—

|
)

Vi = ) Vg =

S =
= O

and its dimension is 2.



1

5. Find the coordinates of the vector v = 2 | respect to the basis:
-1
1 1 0
0 1 1
Answer:
I
Calling v/ = | x5 | the coordinates of v respect to the new basis, we
T3

have Pv' = v, where P = [vq,va, v3]. Hence, we must solve the system:

110 7 1
101 ze | = | 2
01 1 T3 1

The augmented matrixis: | 1 0

—_
[\

1 00 2
After Gauss-Jordan reduction it becomes: | 0 1 0 | —1
0 01 0

Hence the solution is:



5 —3

6. Diagonalize the following matrix: A = 6 4

] . Find the matrix P such

that P~! A P is diagonal.
Answer:

The characteristic polynomial of A is

-3

5—A
det (A — A1) = det
6 —4 -

]:)\2—)\—2

=A=2)(A+1)
Its roots are A = 2 and \ = —1.

3 -3
For A\=2weget A—21 = .
6 —6

1 -1
After using Gauss-Jordan the matrix becomes: [ 0 0 ] :

The solutions of (A —21)v =0 are:

1
So we can take the following eigenvector: vy = [ . ] , OI any non-zero

6 —3
6 —3 |

2 -1
After using Gauss-Jordan the matrix becomes: [ - ] :

multiple of it.

For A\=—1weget A+ 1=

The solutions of (A + I)v =0 are:

n2]  [12] 4|1
sl

6

VvV =




1
So we can take the following eigenvector: vg = [ ) ] , OI any non-zero
multiple of it.

Hence:!

!There are other possible choices for P, for instance: P =




